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Abstract

An ensemble of product states is said to exhibit “quantum nonlocality without entan-
glement” if the states cannot be optimally discriminated by local operations and classical
communication (LOCC). We show that this property can depend on the measure of state dis-
crimination. We present a family of ensembles, each consisting of six linearly independent,
equally probable product states for which LOCC fails to achieve optimal minimum-error
discrimination but succeeds in achieving optimal unambiguous discrimination.

1 Introduction
Composite quantum systems may exhibit nonlocal properties. For example, the celebrated Bell
nonlocality [1, 2] arises from entangled states through violations of Bell-type inequalities. Some-
what less known, though well-studied, is quantum nonlocality without entanglement [3]. This
nonlocality, which may be viewed as dual to the Bell type, manifests in state discrimination
problems in the distant-lab paradigm of quantum information theory.

Suppose two distant observers, Alice and Bob, share a state chosen from an ensemble of
product states

Eψ = {(ηi, |ψi⟩ = |ai⟩ ⊗ |bi⟩) : i = 1, . . . , N} , (1)

where ηi is the prior probability associated with |ψi⟩. They have complete knowledge of Eψ but
do not know which particular |ψi⟩ they share. Their objective is to determine this “unknown”
state as well as possible.
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The task of determining an unknown state chosen from a known set of states is the standard
state discrimination problem. However, in this case, Alice and Bob being physically separated
cannot perform any measurement of their choice. The only measurements they can implement
belong to the class of local operations and classical communication (LOCC); that is, they are free
to perform quantum operations on their local systems and communicate via classical channels but
cannot exchange quantum systems. Thus, the question is: Can they optimally discriminate the
given states by LOCC? By optimal discrimination, we mean attaining the global optimum cor-
responding to a measure of state discrimination; in particular, if the given states are orthogonal,
optimal implies perfect discrimination [4, 5, 6].

One might expect optimal discrimination of product states, parts of which may have been
prepared separately, would be possible by LOCC. However, it turns out this is not always the
case [7]. There exist product ensembles, members of which cannot be optimally discriminated
by LOCC, even when they are mutually orthogonal [3]. Such ensembles are said to exhibit
nonlocality without entanglement. Here, nonlocality refers to the fact that joint measurements
can extract more information about the quantum state than LOCC protocols.

One could express this nonlocality in terms of a well-defined state discrimination measure,
such as probability of success or fidelity [8]. Let f be such a measure. For an ensemble Eψ and a
measurement M (a POVM), the quantity 0 ⩽ f

(
Eψ; M

)
⩽ 1 then tells us how well the members

of Eψ can be discriminated by M.
Let fG

(
Eψ

)
and fL

(
Eψ

)
be the respective global and local optimum, defined as

fG

(
Eψ

)
= sup

M

f
(
Eψ; M

)
and fL

(
Eψ

)
= sup

M∈LOCC
f
(
Eψ; M

)
. (2)

Since LOCC is a strict subset of all measurements one may perform on a composite system, we
have

fL

(
Eψ

)
⩽ fG

(
Eψ

)
. (3)

Therefore, if Eψ is nonlocal in the sense discussed above, the above inequality must be strict

fL

(
Eψ

)
< fG

(
Eψ

)
. (4)

To check whether a given product ensemble is nonlocal or not, one therefore needs to compute
both optima explicitly. However, for orthogonal states, computing the local optimum may not be
necessary as long as one can show whether or not the states can be perfectly discriminated by
LOCC.

Suppose the states |ψi⟩ ∈ Eψ form an orthonormal basis. Then perfect discrimination is
always possible by a separable measurement [9], the measurement operators being |ψi⟩⟨ψi| =
|ai⟩⟨ai| ⊗ |bi⟩⟨bi|, i = 1, . . . , N. Nevertheless, there exist orthogonal product bases, elements of
which cannot be perfectly discriminated by LOCC [3]. This shows that LOCC is a strict subset of
separable measurements (SEP), which, of course, is a strict subset of global measurements [10].
This can be conveniently expressed as

LOCC ⊂ SEP ⊂ GLOBAL. (5)

Thus for any product ensemble Eψ (or for any ensemble, for that matter) it holds that

fL

(
Eψ

)
⩽ fS

(
Eψ

)
⩽ fG

(
Eψ

)
, (6)
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where fS

(
Eψ

)
= supM∈SEP f

(
Eψ; M

)
. If at least one of the above inequalities is strict, then Eψ

is nonlocal. For example, if Eψ is an orthonormal product basis and is nonlocal, it implies that

fL

(
Eψ

)
< fS

(
Eψ

)
= fG

(
Eψ

)
= 1. (7)

Motivation
In this paper we will consider measures corresponding to minimum-error [11] and unambiguous
discrimination [12, 13, 14]. The former minimizes the average error and applies to any set of
states; the corresponding measure is the success probability, the maximum probability that the
unknown state is correctly determined [15]. The latter strategy, however, can only be applied to
sets of states satisfying a certain condition. If this condition is met, the unknown state can be
determined, without error, with a nonzero probability; for example, a set of pure states can be
unambiguously discriminated if and only if they are linearly independent [16]. Note that in the
minimum-error case, the conclusion could be erroneous, whereas in the latter, there’s no room
for error – a measurement outcome either correctly identifies the state or is inconclusive.

Once an ensemble is specified, one might expect the relationships between different measure-
ment optimas to be measure-agnostic. However, this turns out not to be the case. Consider the
double trine ensemble consisting of three equiprobable two-qubit product states [7]:

Eα =

{(
1
3

, |αi⟩ ⊗ |αi⟩
)

: i = 1, 2, 3
}

, (8)

where

|α1⟩ = |0⟩ , |α2⟩ = −1
2
|0⟩ −

√
3

2
|1⟩ , |α3⟩ = −1

2
|0⟩+

√
3

2
|1⟩ . (9)

Let pme (Eα) and pud (Eα) denote the (optimum) success probabilities for minimum-error and
unambiguous discrimination, respectively. Then it holds that [17, 18]

pme
L

(Eα) < pme
S

(Eα) = pme
G

(Eα) , (10)

pud
L
(Eα) = pud

S
(Eα) < pud

G
(Eα) . (11)

Note that Eα exhibits nonlocality without entanglement for both measures. However, the rela-
tionships between measurement optimas are different. In the minimum-error case, LOCC is sub-
optimal to SEP which achieves the global optimum; in the unambiguous case, LOCC and SEP
are equally good but remain suboptimal to global measurements. This led the authors of [18] to
ask the following question:

Do product ensembles exist that exhibit nonlocality without entanglement for one discrimina-
tion measure but not for another?

In this paper, we provide a positive answer to this question. Specifically, we construct a
family of product ensembles, each ensemble consisting of six linearly independent equally prob-
able product states for which LOCC fails to achieve optimal minimum-error discrimination but
achieves optimal unambiguous discrimination. Thus, these ensembles exhibit nonlocality without
entanglement for minimum-error discrimination but not for unambiguous discrimination.
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2 Results
Consider the following set of states

S =
{
|ψi⟩ ∈ C3 : i = 1, 2, 3,

〈
ψi|ψj

〉
= s ∈ (0, 1) for i ̸= j

}
. (12)

The above set of states is linearly independent. This follows from the result that a set of N ⩽ d
pure states in Cd with pairwise real and equal inner products is linearly independent if and only
if the inner product lies in the interval

(
− 1

N−1 , 1
)

[19].
Define the following set of product states

T =
{
|ψi⟩ ⊗

∣∣ψj
〉
∈ C3 ⊗ C3 : |ψi⟩ ,

∣∣ψj
〉
∈ S , i ̸= j, i, j = 1, 2, 3

}
. (13)

The set T is also linearly independent. That is because its elements can be unambiguously
discriminated, and hence, must be linearly independent (a given set of pure states can be unam-
biguously discriminated if and only if they are linearly independent) [16].

We study minimum-error and unambiguous discrimination of the members of the ensemble

ET =

{(
1
6

, |ψi⟩ ⊗
∣∣ψj
〉)

: i ̸= j, i, j = 1, 2, 3
}

. (14)

The main result is stated as follows.

Theorem 1. Let pme (ET ) and pud (ET ) denote the respective (optimum) success probabilities
for minimum-error and unambiguous discrimination of the members of ET . Then

pme
L

(ET ) < pme
G

(ET ) , (15)

pud
L
(ET ) = pud

G
(ET ) . (16)

Thus ET is nonlocal with respect to minimum-error discrimination but not unambiguous dis-
crimination.

To prove (15), we will first convert the problem of optimal LOCC discrimination of the mem-
bers of ET to that of perfect LOCC discrimination of a set of orthogonal states using a theorem
in [17]. We will then show that LOCC cannot perfectly discriminate these orthogonal states and
hence, the members of ET cannot be optimally discriminated by LOCC. Thus the local opti-
mum is strictly less than the global optimum in the minimum-error case. To prove (16), we will
compute the global optimum explicitly and show that this is achievable by LOCC.

3 Minimum-error discrimination of ET
Given an ensemble Eρ = {ηi, ρi}N

i=1 and a measurement M = {M1, . . . , MN}, which is a
collection of positive operators forming a resolution of the identity, the error probability is given
by

perror
(
Eρ, M

)
=

N

∑
i, j = 1
i ̸= j

ηi Tr
(

Mjρi
)

. (17)
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In minimum-error discrimination, the goal is to find a measurement that minimizes perror
(
Eρ, M

)
,

thereby maximizing the success probability. The minimum-error probability is given by

perror
(
Eρ

)
= min

M
perror

(
Eρ, M

)
(18)

and the success probability

pme (Eρ

)
= 1 − perror

(
Eρ

)
. (19)

The advantage of this approach is that it applies to any set of states. Finding the optimal solu-
tion for an arbitrary ensemble, however, is hard. Nevertheless, if the given states are pure and
linearly independent, as in our case, an optimal measurement consists of orthonormal, rank one
projectors [20]. This result was subsequently strengthened by the following theorem.

Theorem 2 ([17]). Let Eχ = {ηi, |χi⟩}N
i=1 be an ensemble of linearly independent pure states

spanning a space Y . There exists a unique orthonormal basis {|ξi⟩}N
i=1 of Y such that a mea-

surement that achieves optimal minimum-error discrimination of the members of Eχ also perfectly
discriminates the states |ξ1⟩ , . . . , |ξN⟩ and vice versa.

The above theorem reduces the problem of optimal minimum-error discrimination of linearly
independent pure states to that of perfect discrimination of mutually orthonormal pure states. We
will make use of this fact to prove (15).

3.1 Proof of LOCC suboptimality
The following proposition follows from Theorem 2.

Proposition 3. Let W be the subspace of C3 ⊗ C3 spanned by the elements of T . There exists
a unique orthonormal basis B̃ of W such that a measurement that achieves the global optimum
pme

G
(ET ) perfectly discriminates the elements of B̃ and vice versa.

Corollary 4. LOCC achieves the global optimum pme
G

(ET ) if and only if the elements of B̃ can
be perfectly discriminated by LOCC.

In what follows, we will find this unique orthonormal basis and show that its elements can-
not be perfectly discriminated by LOCC. Therefore from Corollary 4, optimal minimum-error
discrimination of the elements of ET is not possible by LOCC.

For ease of understanding, we will use the following notation to represent the elements of T :

|ϕ1⟩ = |ψ1⟩ ⊗ |ψ2⟩ |ϕ2⟩ = |ψ1⟩ ⊗ |ψ3⟩
|ϕ3⟩ = |ψ2⟩ ⊗ |ψ1⟩ |ϕ4⟩ = |ψ2⟩ ⊗ |ψ3⟩
|ϕ5⟩ = |ψ3⟩ ⊗ |ψ1⟩ |ϕ6⟩ = |ψ3⟩ ⊗ |ψ2⟩

and therefore our ensemble can be written as ET =
{

1
6 , |ϕi⟩

}6

i=1
.

Since the states |ϕi⟩ are linearly independent, the optimal measurement on W consists of or-
thogonal rank-one projectors [20]. Let this measurement be {Ei = |ei⟩⟨ei|}6

i=1, where Tr
(
EiEj

)
=
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δij for i, j = 1, . . . , 6, and ∑6
i=1 Ei = 1W . Thus the optimal measurement on C3 ⊗ C3 is given

by {E1, . . . , E6, (13×3 − 1W )}, where (13×3 − 1W ) is the projector onto W⊥. It follows that
B̃ = {|e1⟩ , . . . , |e6⟩} must be the unique orthonormal basis of W mentioned in Prop. 3.

Our objective is to find the measurement {Ei = |ei⟩⟨ei|}6
i=1 as it would immediately lead

to B̃. Fortunately, this measurement turns out to be the well-known square-root measurement
(SRM), also known as pretty-good measurement [21]. The SRM operators are one-dimensional
projectors [22, 23, 24]

µi = |µi⟩⟨µi| , i = 1, . . . , 6 (20)

satisfying
〈
µi
∣∣µj
〉
= δi,j for all i, j = 1, . . . , 6 and ∑6

i=1 µi = 1W , where

|µi⟩ = ρ−1/2 1√
6
|ϕi⟩ and ρ =

1
6

6

∑
i=1

|ϕi⟩⟨ϕi| . (21)

Note that the vectors {|µi⟩}6
i=1 form an orthonormal basis of W .

Theorem 5. The square-root measurement is optimal for minimum-error discrimination of the

members of ET =
{

1
6 , |ϕi⟩

}6

i=1
.

Proof. We know that for minimum-error discrimination of a set of linearly independent pure
states, the SRM is optimal when all the diagonal elements of the square root of the Gram matrix
of the states are equal [22]. A straightforward calculation shows this is indeed the case (proof in
Appendix C). Therefore our claim is proved.

We therefore have B̃ = {|µ1⟩ , . . . , |µ6⟩}. Note that while |ϕi⟩ are product vectors, |µi⟩
may not be. We now prove that the vectors |µ1⟩ , . . . , |µ6⟩ cannot be perfectly discriminated by
LOCC.

First we prove the following property of W .

Lemma 6. W does not admit an orthogonal product basis.

Proof. The proof is by contradiction. Assume that BOPB is an orthogonal product basis of W .
Let |ψ′

1⟩ be a unit vector orthogonal to |ψ2⟩ and |ψ3⟩. Since the subspace orthogonal to the span
of {|ψ2⟩ , |ψ3⟩} is one-dimensional, this vector |ψ′

1⟩ is unique.
Let us now assume that |α⟩ ⊗ |β⟩ is a product state in the subspace orthogonal to that spanned

by BOPB ∪ {|ψ′
1⟩ ⊗ |ψ′

1⟩}. Therefore, |α⟩ ⊗ |β⟩ is orthogonal to every member of the set

A = {
∣∣ψ′

1
〉
⊗
∣∣ψ′

1
〉

, |ψi⟩ ⊗
∣∣ψj
〉

: i, j = 1, 2, 3, i ̸= j}. (22)

This can happen if |α⟩ is orthogonal to Alice’s state or |β⟩ is orthogonal to Bob’s state, or both.
Since A contains seven states, this means there are at least four states where either |α⟩ is orthog-
onal to Alice’s state (and |β⟩ is orthogonal to the rest) or |β⟩ is orthogonal to Bob’s state (and |α⟩
is orthogonal to the rest).

We first consider the case where |α⟩ is orthogonal to Alice’s side in exactly four states of A
and show that this is impossible.
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1. Subcase 1.1: |α⟩ is nonorthogonal to |ψ′
1⟩.

Given that |α⟩ cannot be orthogonal to all states in {|ψi⟩}3
i=1, it will be orthogonal to ex-

actly two of them. Let them be |ψ1⟩ and |ψ2⟩. This means |β⟩ is orthogonal to {|ψ′
1⟩ , |ψ1⟩ , |ψ2⟩}.

We now show that the set {|ψ′
1⟩ , |ψ1⟩ , |ψ2⟩} is linearly independent and as a result |β⟩

cannot be orthogonal to all of them.

Let |ψ′
1⟩ = a |ψ1⟩+ b |ψ2⟩+ c |ψ3⟩ and note that when c ̸= 0, the set {|ψ′

1⟩ , |ψ1⟩ , |ψ2⟩}
is linearly independent. Therefore when c = 0,〈

ψ2
∣∣ψ′

1
〉
= as + b = 0, and〈

ψ3
∣∣ψ′

1
〉
= as + bs = 0.

(23)

Since s ∈ (0.1), it follows that b = 0. This implies |ψ′
1⟩ and |ψ1⟩ are linearly de-

pendent, which is a contradiction. Therefore, c is necessarily nonzero and as a result
{|ψ′

1⟩ , |ψ1⟩ , |ψ2⟩} is linearly independent. Note that a similar argument shows that {|ψ′
1⟩ , |ψ1⟩ , |ψ3⟩}

is linearly independent.

2. Subcase 1.2: |α⟩ is orthogonal to |ψ′
1⟩.

In this case, |ψ′
1⟩ ⊗ |ψ′

1⟩ can be regarded as an element of the four-state set whose states
on Alice’s side are orthogonal to |α⟩. Therefore |α⟩ has to be orthogonal to at least
two states in {|ψi⟩}3

i=1. From the previous case it can be noted that each of the sets
{|ψ′

1⟩ , |ψ1⟩ , |ψ2⟩} and {|ψ′
1⟩ , |ψ1⟩ , |ψ3⟩} is linearly independent. The remaining set

{|ψ′
1⟩ , |ψ2⟩ , |ψ3⟩} is linearly independent since |ψ′

1⟩ is orthogonal to |ψ2⟩ and |ψ3⟩.
Therefore, in both cases, |α⟩ needs to be orthogonal to a linearly independent spanning set
of C3, which is impossible.

The remaining cases where |α⟩ is orthogonal to Alice’s side in five or more states are easy to
discard, since these require |α⟩ to be orthogonal to Alice’s side in at least four states of A. By
symmetry, we can argue that there cannot be four or more states in A where |β⟩ is orthogonal
to Bob’s side. Therefore, we have shown that there exists no product state orthogonal to the
subspace spanned by the states BOPB ∪ {|ψ′

1⟩ ⊗ |ψ′
1⟩}. Since |ψ′

1⟩ ⊗ |ψ′
1⟩ is orthogonal to the

subspace W , this means that BOPB ∪ {|ψ′
1⟩ ⊗ |ψ′

1⟩} forms an unextendible product basis (UPB).
But we know that in C3 ⊗ C3 any UPB contains exactly five elements [25, 26] and therefore we
reach a contradiction. Consequently, there is no orthogonal product basis of W . This completes
our proof.

Lemma 6 tells us that B̃ cannot be an orthonormal product basis, which means at least one of
its elements |µi⟩ must be entangled. We will now show that all elements of B̃ are entangled and
also have the same Schmidt rank.

Lemma 7. B̃ = {|µ1⟩ , . . . , |µ6⟩} is an entangled orthonormal basis of W . Moreover, the
vectors |µi⟩ have the same Schmidt rank.

To prove this, we will show that the vectors |µi⟩ are connected by local unitaries. We suppress
the 1/

√
6 factor for convenience.
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Proof. Let us write |µi⟩ as

|µi⟩ = ρ−1/2 ∣∣ψi1
〉 ∣∣ψi2

〉
, where i1 ̸= i2

and let Ui1 j1 : C3 → C3 be the unitary operator that satisfies

Ui1 j1

∣∣ψi1
〉
=
∣∣ψj1

〉
, Ui1 j1

∣∣ψj1
〉
=
∣∣ψi1

〉
and is identity on the rest. Note that, since

ρ =
1
6

6

∑
i=1

|ϕi⟩⟨ϕi|

we have (
Ui1 j1 ⊗ Ui2 j2

)−1
ρ
(
Ui1 j1 ⊗ Ui2 j2

)
= ρ.

Thus Ui1 j1 ⊗ Ui2 j2 commutes with ρ and hence ρ−1/2. Therefore,(
Ui1 j1 ⊗ Ui2 j2

)
|µi⟩ =

(
Ui1 j1 ⊗ Ui2 j2

)
ρ−1/2 ∣∣ψi1

〉 ∣∣ψi2
〉

= ρ−1/2 (Ui1 j1 ⊗ Ui2 j2
) ∣∣ψi1

〉 ∣∣ψi2
〉

= ρ−1/2 ∣∣ψj1
〉 ∣∣ψj2

〉
=
∣∣µj
〉

.

This completes the proof.

We now come to the main result of this section.

Lemma 8. The elements of the basis B̃ = {|µ1⟩ , . . . , |µ6⟩} cannot be perfectly discriminated
by LOCC.

The proof is given in Appendix B, a sketch of which is presented below.
We use a result by Chen et. al. [27] which provides a necessary condition for a set of orthog-

onal pure states to be LOCC distinguishable.

Lemma 9. ([27]) If the states |µ1⟩ , . . . , |µ6⟩ can be perfectly discriminated by LOCC, then for
every i ∈ {1, . . . , 6} it holds that

|µi⟩ = ∑
j

∣∣αij
〉
⊗
∣∣βij
〉

, (24)

where

(⟨αim| ⊗ ⟨βim|) |µi⟩ ̸= 0 for all i, and, (25)(〈
αjm
∣∣⊗ 〈β jm

∣∣) |µi⟩ = 0 for all m and j ̸= i. (26)
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We know that |µ1⟩ , . . . , |µ6⟩ are entangled. Now if they are LOCC distinguishable, there
must be at least two linearly independent product vectors appearing in the decomposition of each
|µi⟩ such that these two conditions are satisfied. In Appendix B we show that this is impossible.

As noted earlier, by virtue of Theorem 2, a measurement that achieves optimal minimum-
error discrimination of the members of ET must perfectly discriminate the elements of the basis
B̃. Since LOCC cannot perfectly discriminate the elements of the basis B̃, by Corollary 4 we
have the following theorem:

Theorem 10. The optimal minimum-error discrimination of the elements of ET cannot be achieved
by LOCC.

Therefore, pme
L

(ET ) < pme
G

(ET ), proving (15) of Theorem 1.

4 Unambiguous discrimination of ET
Unambiguous discrimination (UD) [12, 13, 14] of the members of an ensemble Eχ = {ηi, |χi⟩}N

i=1,
involves constructing a measurement E = {Ei}N

i=0 with N + 1 outcomes such that

Tr
(
Ei
∣∣χj
〉〈

χj
∣∣) = piδij (27)

for all i, j ∈ {1, . . . , N} and E0 corresponds to the inconclusive outcome. Here pi, called the
efficiency for |χi⟩, denotes the probability that upon receiving the input state |χi⟩ the measure-
ment successfully identifies it. When the efficiencies are demanded to be equal, i.e., pi = p for
all i = 1, . . . , N, the corresponding task is referred to as equiprobable unambiguous discrimi-
nation [28]. Not all sets of pure states allow for unambiguous discrimination; a necessary and
sufficient condition for unambiguous discrimination of a set of pure states is that the states should
be linearly independent [16].

The objective is to find a measurement that minimizes the probability of the inconclusive
outcome

p?(Eχ, E) =
N

∑
i=1

ηi Tr (E0 |χi⟩⟨χi|) . (28)

Thus, the the maximum probability of conclusively identifying the state is given by

pud(Eχ) = 1 − min
E

p?(Eχ, E) = max
{pi}

N

∑
i=1

ηi pi. (29)

Finding the optimal probability of success is hard for a general problem, with solutions be-
ing known only for the two-state case [29] and in some cases involving symmetries and con-
straints [30, 31]. However, it can be cast as a semidefinite program [32, 33]

maximize
N

∑
i=1

ηi pi

subject to Γ − P ⪰ 0
P ⪰ 0

(30)
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where P = diag(p1, . . . , pN) and Γ is the Gram matrix of the set of states having the entries
Γij =

〈
χi
∣∣χj
〉
. The dual to the above problem is [34]

minimize
Z,⃗z

Tr(ΓZ)

subject to zi + ηi − Zii = 0
Z, z⃗ ⪰ 0.

(31)

where Zii denotes the ith diagonal entry of Z.

4.1 Proof of LOCC optimality
The states of T admit unambiguous discrimination since they are linearly independent. We can
lower bound the optimum probability of success by using the following result which provides the
optimum probability for unambiguous discrimination of any set of equiprobable linearly inde-
pendent states whose pairwise inner products are equal and real.

Lemma 11. ([19]) Let SN = {|ψi⟩ : 2 ⩽ i ⩽ N} be a set of equally likely, linearly independent

pure states with the property
〈
ψi|ψj

〉
= s for i ̸= j, where s ∈

(
− 1

N−1 , 1
)

. Then the optimum
probability for unambiguous discrimination is

p =

{
1 − s, s ∈ [0, 1)

1 + (N − 1) s, s ∈
(
− 1

N−1 , 0
]

.
(32)

Using the above result, we can find a local protocol that unambiguously discriminates the
members of ET with probability (1 − s)2. Given a state from ET , one can successfully identify
the state of the first component with probability 1− s. This leaves the second system in one of the
two remaining states of S with equal probability, which again can be identified with probability
(1− s). To conclusively identify the given state from ET , one has to obtain conclusive outcomes
for both measurements, and hence, the probability of success is (1 − s)2. Note that this is a
local protocol that uses only classical outcome of the first measurement to design the second
measurement. Therefore,

pud
G (ET ) ≥ (1 − s)2. (33)

We prove (16) by showing that this is the maximum probability of unambiguous discrimination
allowed by quantum theory.

Lemma 12. The optimal success probability of unambiguous discrimination of the elements of
ET is given by (1 − s)2.

Proof. We will consider the optimization problem in Equation (30) for different ensembles of
states that are generated by permutations of the set {1, . . . , 6}. First note that if σ is a permutation
of {1, 2, . . . , 6}, then the set of states

Tσ =
{∣∣∣ψσ(i)

〉 ∣∣∣ψσ(j)

〉
| i, j ∈ {1, 2, 3} and i ̸= j

}
(34)

10



has the same Gram matrix as that of T . Therefore, we can denote the Gram matrix of Tσ by Γ
for any permutation σ. Moreover, if P = diag(p1, . . . , p6) is the optimal solution for ET , then

the optimal solution for ETσ
is given by Pσ = diag

(
pσ(1), . . . , pσ(6)

)
.

These solutions satisfy Γ − Pσ ⪰ 0 for all permutations σ. These are 6! conditions, one for
each permutation of the set {1, . . . , 6}. We add them and use the fact that the sum of two positive
semidefinite matrices is again positive semidefinite, to get

Γ − Pavg ⪰ 0 (35)

where
Pavg =

1
6! ∑

σ

Pσ = λ1 (36)

and λ =
(

∑6
i=1 pi

)
/6. This shows that optimal unambiguous discrimination of the members of

ET is achieved by an equiprobable unambiguous discrimination [28]; therefore, the optimization
problem can be expressed as

maximize λ

subject to Γ − λ1 ⪰ 0
λ ⪰ 0.

(37)

This is a standard SDP whose solution is given by the minimum eigenvalue of Γ [32] that
corresponds to the optimum success probability. It is straightforward to compute the eigenvalues
of Γ (this matrix is presented in Appendix C). The eigenvalues are{

1 − s, 1 − s, (1 − s)2, 1 + s − 2s2, 1 + s − 2s2, 1 + 2s + 3s2
}

. (38)

It is easy to see that (1 − s)2 < 1 − s. For the remaining two eigenvalues, observe that

1 + s − 2s2 = (1 − s)2 + 3s(1 − s) > (1 − s)2, and

1 + 2s + 3s2 = (1 − s)2 + 2s(2 + s) > (1 − s)2.

Thus (1 − s)2 is the minimum eigenvalue of Γ, the Gram matrix of T , over the entire interval
(0, 1).

Since we have already established that there is a local protocol that succeeds in unambigu-
ously discriminating the members of ET with probability (1− s)2, we have the following theorem

Theorem 13. Optimal unambiguous discrimination of the members of ET is achievable by LOCC.

It follows that pud
L (ET ) = pud

G (ET ), proving (16). This completes the proof of Theorem 1.
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5 Conclusions
We have shown that quantum nonlocality without entanglement – a property ascribed to a set
of product states that cannot be optimally discriminated by LOCC – is not always a property
of the underlying states but a consequence of the chosen measure of state discrimination, i.e. a
set of product states could be nonlocal under one measure but not for another. Specifically, we
presented a family of sets of linearly independent product states, where each set has the following
property: LOCC is sub-optimal for minimum-error discrimination of its members but optimal for
unambiguous discrimination. The former is proved by showing that LOCC does not satisfy a
condition that a measurement achieving the global optimum must; the latter is demonstrated by
explicitly computing the global optimum and then showing that an LOCC protocol attains the
same. In our examples the product states belong to C3 ⊗ C3, so it would be interesting to see
whether similar examples can be found in higher dimensions and multipartite systems.

References
[1] John S Bell. On the problem of hidden variables in quantum mechanics. Reviews of Modern

physics, 38(3):447, 1966.

[2] Nicolas Brunner, Daniel Cavalcanti, Stefano Pironio, Valerio Scarani, and Stephanie
Wehner. Bell nonlocality. Reviews of modern physics, 86(2):419, 2014.

[3] Charles H Bennett, David P DiVincenzo, Christopher A Fuchs, Tal Mor, Eric Rains, Peter W
Shor, John A Smolin, and William K Wootters. Quantum nonlocality without entanglement.
Physical Review A, 59(2):1070, 1999.

[4] János A Bergou, Ulrike Herzog, and Mark Hillery. Discrimination of quantum states. Quan-
tum state estimation, pages 417–465, 2004.

[5] Anthony Chefles. Quantum state discrimination. Contemporary Physics, 41(6):401–424,
2000.

[6] Stephen M Barnett and Sarah Croke. Quantum state discrimination. Advances in Optics
and Photonics, 1(2):238–278, 2009.

[7] Asher Peres and William K Wootters. Optimal detection of quantum information. Physical
Review Letters, 66(9):1119, 1991.

[8] Somshubhro Bandyopadhyay and Michael Nathanson. Tight bounds on the distinguisha-
bility of quantum states under separable measurements. Physical Review A, 88(5):052313,
2013.

[9] Somshubhro Bandyopadhyay, Alessandro Cosentino, Nathaniel Johnston, Vincent Russo,
John Watrous, and Nengkun Yu. Limitations on separable measurements by convex opti-
mization. IEEE Transactions on Information Theory, 61(6):3593–3604, 2015.

12



[10] Eric Chitambar, Debbie Leung, Laura Mančinska, Maris Ozols, and Andreas Winter. Ev-
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Appendix
In this Appendix we present the proof of Lemma 8 and the Gram matrix of the states of T and its
square root. Due to the symmetry of the problem in Lemma 8, two nonorthogonal ordered bases
of C3 ⊗ C3 lend themselves as natural bases to work in. These are (we suppress the ⊗ symbol to
avoid clutter)

B = {|ψ1⟩ |ψ2⟩ , |ψ1⟩ |ψ3⟩ , |ψ2⟩ |ψ1⟩ , |ψ2⟩ |ψ3⟩ , |ψ3⟩ |ψ1⟩ , |ψ3⟩ |ψ2⟩ , {|ψi⟩ |ψi⟩}3
i=1}

B′ = {
∣∣ψ′

1
〉 ∣∣ψ′

2
〉

,
∣∣ψ′

1
〉 ∣∣ψ′

3
〉

,
∣∣ψ′

2
〉 ∣∣ψ′

1
〉

,
∣∣ψ′

2
〉 ∣∣ψ′

3
〉

,
∣∣ψ′

3
〉 ∣∣ψ′

1
〉

,
∣∣ψ′

3
〉 ∣∣ψ′

2
〉

, {
∣∣ψ′

i
〉 ∣∣ψ′

i
〉
}3

i=1},
(39)
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where
∣∣ψ′

i
〉

is orthogonal to all vectors in S except |ψi⟩, i = 1, 2, 3. Since these are nonorthogonal
bases, we present a few elementary definitions from linear algebra in the following section, in
order to review the methods of constructing matrix representation of operators in a nonorthogonal
basis. All the material presented can be found in any standard linear algebra textbook such
as [35].

A Representing vectors and operators in nonorthogonal basis
Let V be a vector space of dimension n. Let B1 = {|v1⟩ , . . . , |vn⟩} be an ordered basis of V. If
|c⟩ ∈ V has the form

|c⟩ =
n

∑
i=1

ci |vi⟩ (40)

then the matrix representation of |c⟩ with respect to the basis {|v1⟩ , . . . , |vn⟩} is given by

|c⟩ =

c1
...

cn

 . (41)

It is conventional to write |c⟩ for both the vector and its matrix representation but we should
bear in mind that the latter is basis dependent and people usually suppress the basis when it is
understood from the context. A consequence of this definition is that, the basis vectors have a
representation consisting of only 1 and 0 in their own basis,

|vi⟩ =
(

0 . . . 0 1︸︷︷︸
i-th position

0 . . . 0
)T

(42)

where T denotes the transpose. Note that B1 need not be an orthogonal basis. This implies that
in the Hilbert space C2, instead of the canonical basis of orthogonal states |0⟩ and |1⟩ if we use
a basis consisting of nonorthogonal states, say |0⟩ and |+⟩ = (|0⟩+ |1⟩)/

√
2, then these two

will have the matrix representation

|0⟩ =
(

1
0

)
and |+⟩ =

(
0
1

)
(43)

in their own basis, that is, {|0⟩ , |+⟩}. Of course, in a nonorthogonal basis the inner product
between two vectors

|a⟩ =

a1
...

an

 and |b⟩ =

b1
...

bn

 (44)

can no longer be computed by ⟨a|b⟩ = ∑i a∗i bi, a formula which holds only for orthogonal bases.
Let us now consider another vector space W of dimension m and consider a linear trans-

formation A : V → W. In addition to the basis B1 in V, fix another ordered basis B2 =
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{|w1⟩ , . . . , |wn⟩} in W. Then the matrix of A with respect to these bases is the m × n matrix
whose elements ajk are defined by

A |vk⟩ = a1k |w1⟩+ · · ·+ amk |wm⟩ . (45)

Like vectors, it is conventional to denote both the operator and its matrix representation by A, but
again, the latter is basis dependent which is usually implicitly understood. A consequence of this
definition is that we lose the familiar matrix representation of operators in nonorthogonal bases.
For example, in the basis {|0⟩ , |+⟩}, the projection operator |0⟩⟨0| has the representation

|0⟩⟨0| =
(

1 1√
2

0 0

)
. (46)

Let us now consider two different ordered bases B1 = {|v1⟩ , . . . , |vn⟩} and B2 = {|v′1⟩ , . . . , |v′n⟩}
of V, which are related as

|vk⟩ =
n

∑
i=1

aik
∣∣v′i〉 . (47)

If |c⟩ ∈ V can be written as
|c⟩ = c1 |v1⟩+ · · ·+ cn |vn⟩

= c′1
∣∣v′1〉+ · · ·+ c′n

∣∣v′n〉 (48)

then the coefficients are related byc′1
...

c′n

 =


a11 a12 . . . a1n
a21 a22 . . . a2n
...

... . . . ...
an1 an2 . . . ann


c1

...
cn

 . (49)

Let us finish this section with one last remark. Suppose we have a Hermitian operator A
acting on an n-dimensional vector space V. We have its matrix representation with respect to
an arbitrary basis B1 and our task is to find the matrix representation of some function of that
operator f (A). We can find the matrix of f (A) in the same basis B1 by the following procedure.
First we solve the eigenvalue problem; the eigenvectors will be obtained in the basis B1. Let
λi and |ei⟩ denote the i-th eigenvalue and its corresponding eigenvector respectively, and let the
matrix of the k-th eigenvector be

|ek⟩ =

ek1
...

ekn

 (50)

in the B1 basis. Construct the matrices P and D given by

P =
(
|e1⟩ |e2⟩ . . . |en⟩

)
=


e11 e21 . . . en1
e12 e22 . . . en2
...

... . . . ...
e1n e2n . . . enn

 (51)
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and

D =


λ1 0 . . . 0
0 λ2 . . . 0
...

... . . . 0
0 0 . . . λn

 . (52)

These matrices satisfy AP = DP = PD from which it follows that

A = PDP−1. (53)

Note that the resultant matrix PDP−1 of the operator A is obtained in the same basis B1 that we
started in, and this basis need not be orthogonal. To find the matrix of f (A) in B1, we replace
D by f (D) whose i-th diagonal entry is f (λi). Then we have f (A) = P f (D)P−1. Having
reviewed all the necessary definitions, we now move on to the proof of Lemma 8.

B LOCC cannot distinguish the orthonormal basis B̃
Proof. Suppose the states {|µi⟩} are LOCC distinguishable. Then by Lemma 9, the product
vectors

{∣∣αij
〉 ∣∣βij

〉}
⊂ C3 ⊗ C3 that appear in the decomposition of |µi⟩ must belong to the 4-

dimensional subspace orthogonal to the 5 vectors
{∣∣µj

〉}6
j=1,j ̸=i. A nonorthogonal basis for this

subspace is given by
{
|µi⟩ ,

∣∣∣ψ′
j

〉 ∣∣∣ψ′
j

〉}3

j=1
where

∣∣ψ′
l
〉

is orthogonal to all vectors in S except

|ψl⟩ and l = 1, 2, 3. Therefore, any product vector that appears in the decomposition of |µi⟩, say
|αi1⟩ |βi1⟩, can be written as

|αi1⟩ |βi1⟩ = c0 |µi⟩+ c1
∣∣ψ′

1
〉 ∣∣ψ′

1
〉
+ c2

∣∣ψ′
2
〉 ∣∣ψ′

2
〉
+ c3

∣∣ψ′
3
〉 ∣∣ψ′

3
〉

, where c0 ̸= 0. (54)

The condition of c0 ̸= 0 is necessary since |αi1⟩ |βi1⟩ must be nonorthogonal to |µi⟩ and{∣∣∣ψ′
j

〉 ∣∣∣ψ′
j

〉}3

j=1
is orthogonal to the subspace W and hence to all |µi⟩’s. Since the |µi⟩’s are en-

tangled, there must be at least two linearly independent product vectors |αi1⟩ |βi1⟩ and |αi2⟩ |βi2⟩
in the decomposition of |µi⟩ for all i. In what follows, we show that this is impossible.

To have notational convenience, let us, without loss of generality, consider two product vec-
tors |α⟩ |β⟩ and |γ⟩ |δ⟩ that appears in the decomposition of, say, |µ1⟩ and write them as

|α⟩ |β⟩ = a0 |µ1⟩+ a1
∣∣ψ′

1
〉 ∣∣ψ′

1
〉
+ a2

∣∣ψ′
2
〉 ∣∣ψ′

2
〉
+ a3

∣∣ψ′
3
〉 ∣∣ψ′

3
〉

, a0 ̸= 0,

|γ⟩ |δ⟩ = b0 |µ1⟩+ b1
∣∣ψ′

1
〉 ∣∣ψ′

1
〉
+ b2

∣∣ψ′
2
〉 ∣∣ψ′

2
〉
+ b3

∣∣ψ′
3
〉 ∣∣ψ′

3
〉

, b0 ̸= 0.
(55)

Since |α⟩ |β⟩ is a product vector, we can expand each of |α⟩ and |β⟩ in terms of the basis
{
∣∣ψ′

i
〉
}3

i=1 of C3,
|α⟩ = α1

∣∣ψ′
1
〉
+ α2

∣∣ψ′
2
〉
+ α3

∣∣ψ′
3
〉

|β⟩ = β1
∣∣ψ′

1
〉
+ β2

∣∣ψ′
2
〉
+ β3

∣∣ψ′
3
〉 (56)

17



where αi, βi ∈ C ∀i. This gives us |α⟩ |β⟩ in the B′ basis

|α⟩ |β⟩ = α1β2
∣∣ψ′

1
〉 ∣∣ψ′

2
〉
+ α1β3

∣∣ψ′
1
〉 ∣∣ψ′

3
〉
+ α2β1

∣∣ψ′
2
〉 ∣∣ψ′

1
〉
+ α2β3

∣∣ψ′
2
〉 ∣∣ψ′

3
〉
+

α3β1
∣∣ψ′

3
〉 ∣∣ψ′

1
〉
+ α3β2

∣∣ψ′
3
〉 ∣∣ψ′

2
〉
+ α1β1

∣∣ψ′
1
〉 ∣∣ψ′

1
〉
+ α2β2

∣∣ψ′
2
〉 ∣∣ψ′

2
〉
+ α3β3

∣∣ψ′
3
〉 ∣∣ψ′

3
〉

.
(57)

Inspecting the above equation, we see that for any product vector |ζ⟩ ∈ C3 ⊗ C3 whose compo-
nents are {ζi}9

i=1 in the ordering of the B′ basis given by (39), the following conditions must be
satisfied

ζ1ζ9 = ζ2ζ6

ζ2ζ8 = ζ1ζ4

ζ4ζ7 = ζ2ζ3.
(58)

Let the components of |µ1⟩ with respect to B′ be denoted by {µ1i}9
i=1. We can use Equation (42)

to write
∣∣ψ′

i
〉 ∣∣ψ′

i
〉

in the basis B′,

∣∣ψ′
i
〉 ∣∣ψ′

i
〉
=

(
0 . . . 0 1︸︷︷︸

(6 + i)-th position

0 . . . 0
)T

. (59)

This allows us to express |α⟩ |β⟩ in B′ basis using Equation (55) as

|α⟩ |β⟩B′ =
(
a0µ11 a0µ12 a0µ13 a0µ14 a0µ15 a0µ16 a0µ17 + a1 a0µ18 + a2 a0µ19 + a3

)T .
(60)

Therefore, the conditions of Equation (58) for the state |α⟩ |β⟩ read

(a0µ11)(a0µ19 + a3) = a0µ12 a0µ16

(a0µ12)(a0µ18 + a2) = a0µ11 a0µ14

(a0µ14)(a0µ17 + a1) = a0µ12 a0µ13

(61)

which can be written as
ai = ki a0, i = 1, 2, 3 (62)

where
k1 =

µ12µ13

µ14
− µ17, k2 =

µ11µ14

µ12
− µ18 and k3 =

µ12µ16

µ11
− µ19. (63)

Similarly, the conditions of Equation (58) for |γ⟩ |δ⟩ read

bi = ki b0, i = 1, 2, 3. (64)

We will soon show that for s ∈ (0, 1) the components µ11, µ12 and µ14 do not equal 0, so
that Equation (63) and hence Equations (62) and (64) are legitimate. For now let us consider
Equations (62) and (64). These equations imply that the vectors |α⟩ |β⟩ and |γ⟩ |δ⟩ can be written
as

|α⟩ |β⟩ = a0
(
|µ1⟩+ k1

∣∣ψ′
1
〉 ∣∣ψ′

1
〉
+ k2

∣∣ψ′
2
〉 ∣∣ψ′

2
〉
+ k3

∣∣ψ′
3
〉 ∣∣ψ′

3
〉)

, a0 ̸= 0,

|γ⟩ |δ⟩ = b0
(
|µ1⟩+ k1

∣∣ψ′
1
〉 ∣∣ψ′

1
〉
+ k2

∣∣ψ′
2
〉 ∣∣ψ′

2
〉
+ k3

∣∣ψ′
3
〉 ∣∣ψ′

3
〉)

, b0 ̸= 0
(65)

18



which shows that they are linearly dependent. Therefore, any two product vectors in the span
of {|µi⟩ , {

∣∣∣ψ′
j

〉 ∣∣∣ψ′
j

〉
}3

j=1} with nonzero overlap with |µi⟩ are linearly dependent. This implies

that the necessary conditions of Lemma 9 are not met, and as a result the states {|µi⟩} cannot be
distinguished by LOCC.

We now show that we are not dividing by zero in Equation (63) in the interval s ∈ (0, 1), by
equating µ11, µ12 and µ14 to zero and solving for s. To this end, we first write the components
of |µ1⟩ in the B basis and then transform them to B′. The components of |µ1⟩ w.r.t. B can
be obtained by noting that |µ1⟩ = ρ−1/2 |ψ1⟩ |ψ2⟩, and consequently |µ1⟩ is given by the first
column of the matrix of ρ−1/2 in B. If {λi} and {|λi⟩} are the eigenvalues and eigenvectors of
ρ then ρ−1/2 can be computed as

ρ−1/2 = ∑
i

1√
λi

|λi⟩⟨λi| , λi ̸= 0, (66)

and the eigenvectors corresponding to the zero eigenvalues do not contribute to the sum in Equa-
tion (66). To write down ρ in B, we note that

ρ =
1
6

6

∑
i=1

|ϕi⟩⟨ϕi| . (67)

Therefore the matrix of ρ in B can be found by its action on the basis vectors as given by Equa-
tion (45)

ρ
∣∣ϕj
〉
=

(
1
6

6

∑
i=1

|ϕi⟩⟨ϕi|
) ∣∣ϕj

〉
=

1
6

6

∑
i=1

〈
ϕi
∣∣ϕj
〉
|ϕi⟩

(68)

where j ∈ [9] and {|ϕi⟩}9
i=7 are given by {|ψi⟩ |ψi⟩}3

i=1, respectively. This gives us

ρB =
1
6



1 s s2 s2 s2 s s s s2

s 1 s2 s s2 s2 s s2 s
s2 s2 1 s s s2 s s s2

s2 s s 1 s2 s2 s2 s s
s2 s2 s s2 1 s s s2 s
s s2 s2 s2 s 1 s2 s s
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0


. (69)
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From this we can compute ρ−1/2 in B as

ρ−1/2
B =

1√
6



γ0 γ1 γ2 γ3 γ3 γ1 γ4 γ4 γ5
γ1 γ0 γ3 γ1 γ2 γ3 γ4 γ5 γ4
γ2 γ3 γ0 γ1 γ3 γ1 γ4 γ4 γ5
γ3 γ1 γ1 γ0 γ3 γ2 γ5 γ4 γ4
γ3 γ2 γ3 γ3 γ0 γ1 γ4 γ5 γ4
γ1 γ3 γ1 γ2 γ1 γ0 γ5 γ4 γ4
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0


(70)

where

γ0 = 2v0 + 2v1 + v2 + v3, γ1 = −v0 + v1 − v2 + v3, γ2 = 2v0 − 2v1 − v2 + v3,
γ3 = −v0 − v1 + v2 + v3, γ4 = 2v4 + 2v5, γ5 = −4v4 + 2v5 (71)

and

v0 =
1√

(1 − s)
, v1 =

1√
−2s2 + s + 1

, v2 =
1√

s2 − 2s + 1
,

v3 =
1√

3s2 + 2s + 1
, v4 =

s√
1 − s

, v5 =
s2 + 2s√

3s2 + 2s + 1(9s2 + 6s + 3)
. (72)

Reading off the first column of ρ−1/2, we have

|µ1⟩B =
1√
6



1√
3s2+2s+1

+ 2√
−2s2+s+1

+ 2√
1−s

+ 1
1−s

1√
3s2+2s+1

+ 1√
−2s2+s+1

− 1√
1−s

+ 1
s−1

1√
3s2+2s+1

− 2√
−2s2+s+1

+ 2√
1−s

+ 1
s−1

1√
3s2+2s+1

− 1√
−2s2+s+1

− 1√
1−s

+ 1
1−s

1√
3s2+2s+1

− 1√
−2s2+s+1

− 1√
1−s

+ 1
1−s

1√
3s2+2s+1

+ 1√
−2s2+s+1

− 1√
1−s

+ 1
s−1

0
0
0


(73)

in the B basis.
To find |µ1⟩ in B′, we need to multiply the matrix of Equation (73) by the change-of-basis

matrix M whose columns are the coefficients of the elements of B in B′. That is, the (i, j)-th
element of M will be the i-th coefficient of

∣∣ϕj
〉

in terms of B′. This can be found out by first
expressing the states of {|ψi⟩} in terms of {

∣∣ψ′
i
〉
}. By straightforward calculation we can find
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the relationship between B and B′,

∣∣ψ′
i
〉
=

√
1 + s

1 + s − 2s2

|ψi⟩ −
s

1 + s

3

∑
j=1
j ̸=i

∣∣ψj
〉 ,

|ψi⟩ =
√

1 + s
1 + s − 2s2

∣∣ψ′
i
〉
+ s

3

∑
j=1
j ̸=i

∣∣∣ψ′
j

〉 , i = 1, 2, 3.

(74)

We now express the vectors of B in terms of the basis B′ and construct the matrix M

M =
1 + s

1 + s − 2s2



1 s s2 s2 s2 s s s s2

s 1 s2 s s2 s2 s s2 s
s2 s2 1 s s s2 s s s2

s2 s s 1 s2 s2 s2 s s
s2 s2 s s2 1 s s s2 s
s s2 s2 s2 s 1 s2 s s
s s s s2 s s2 1 s2 s2

s s2 s s s2 s s2 1 s2

s2 s s2 s s s s2 s2 1


. (75)

We can now get |µ1⟩ in B′ by multiplying its matrix in B by M. This gives us

|µ1⟩B′ =
√

6



−
(s+1)

(
2
√
−2s2+s+1−s+2

√
1−s+

√
s(3s+2)+1+1

)
6(s−1)(2s+1)

(s+1)
(
−
√
−2s2+s+1−s+

√
1−s−

√
s(3s+2)+1+1

)
6(s−1)(2s+1)

−
(s+1)

(
−2

√
−2s2+s+1+s+2

√
1−s+

√
s(3s+2)+1−1

)
6(s−1)(2s+1)

(s+1)
(√

−2s2+s+1+s+
√

1−s−
√

s(3s+2)+1−1
)

6(s−1)(2s+1)
(s+1)

(√
−2s2+s+1+s+

√
1−s−

√
s(3s+2)+1−1

)
6(s−1)(2s+1)

(s+1)
(
−
√
−2s2+s+1−s+

√
1−s−

√
s(3s+2)+1+1

)
6(s−1)(2s+1)

s(s+1)
(

2
√

1−s+s
(√

1−s−
√

s(3s+2)+1
)
+
√

s(3s+2)+1
)

3(1−s)3/2(2s+1)
√

s(3s+2)+1
s(s+1)

(
2
√

1−s+s
(√

1−s−
√

s(3s+2)+1
)
+
√

s(3s+2)+1
)

3(1−s)3/2(2s+1)
√

s(3s+2)+1
s(s+1)

(
s
√

1−s+2
√

1−s+2s
√

s(3s+2)+1−2
√

s(3s+2)+1
)

3(1−s)3/2(2s+1)
√

s(3s+2)+1



(76)

in the basis B′. To find the values of s for which µ11, µ12 and µ14 equal zero, we set

µ11 = −
(s + 1)

(
2
√
−2s2 + s + 1 − s + 2

√
1 − s +

√
s(3s + 2) + 1 + 1

)
√

6(s − 1)(2s + 1)
= 0 (77a)
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µ12 =
(s + 1)

(
−
√
−2s2 + s + 1 − s +

√
1 − s −

√
s(3s + 2) + 1 + 1

)
√

6(s − 1)(2s + 1)
= 0 (77b)

µ14 =
(s + 1)

(√
−2s2 + s + 1 + s +

√
1 − s −

√
s(3s + 2) + 1 − 1

)
√

6(s − 1)(2s + 1)
= 0. (77c)

Solving these three equations, we get as solution s = −1 for Equation (77a) and s = −1, 0 for
Equations (77b) and (77c). This completes our proof.

C Gram matrix and square root calculations
The Gram matrix Γ of the set of states T is given by

Γ =



1 s s2 s2 s2 s
s 1 s2 s s2 s2

s2 s2 1 s s s2

s2 s s 1 s2 s2

s2 s2 s s2 1 s
s s2 s2 s2 s 1

 . (78)

Its square root is

√
Γ =

1
6


γ0 γ1 γ2 γ3 γ3 γ1
γ1 γ0 γ3 γ1 γ2 γ3
γ2 γ3 γ0 γ1 γ1 γ3
γ3 γ1 γ1 γ0 γ3 γ2
γ3 γ2 γ1 γ3 γ0 γ1
γ1 γ3 γ3 γ2 γ1 γ0

 (79)

where

γ0 = 2v0 + 2v1 + v2 + v3, γ1 = v1 − v0 − v2 + v3,
γ2 = −2v1 + 2v0 − v2 + v3, γ3 = −v1 − v0 + v2 + v3 (80)

and

v0 =
√

1 − s, v1 =
√
−2s2 + s + 1, v2 =

√
(s − 1)2, v3 =

√
3s2 + 2s + 1. (81)

Note that all the diagonal entries of
√

Γ are equal.
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