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Markov Chain Monte Carlo (MCMC) simulation of Monte Carlo simulations require one to select a particular type of statistical thermodynamic _ | _
chemical systems allows examination of nanoscopic ensemble to simulate the system. Molecular systems consist of several important correlated Volu_me tra}nsfer requires a complete regalculatlpn of all SHEEE Each thread is devoted to one particle, excluding
thermodynamics and associated behavior at small time variables — volume, temperature, number of particles, system energy, and pressure. For each particle pairwise mterac_tlons. Represgntmg partlcles_as d m_atrlx the selected particle. The thread calculates the
scales. These simulations tend to be computationally ensemble, specific variables are fixed, and others remain independent. creates a problem of having a non-contiguous block of interactions. change in the particle interaction with the trial
expensive, requiring days or more of CPU time to collect The canonical ensemble is commonly employed to equilibrate and study the equilibrium To overcome this problem, a remapping of the matrix is made by particle moving from its current position to the
data. In order to remedy the inherent time complexity of structure and energy of small-molecular systems. Once equilibrated, the Widom insertion shifting the lower triangie region up and remapping that part to trial position. The sum of all particles is then
these simulations and allow for easier exploration of method allows for the direct calculation of chemical potential regions of system components. create a contiguous block of unique particle interactions. compiled.
physical phenomena, optimization work is essential, The Gibbs ensemble offers a way to directly simulate coexisting phases and calculate phase PROBLEM: SOLUTION: (O THIRGAD PER PARTICLE - O(D)|
NVIDLAS Cealis Lkl DEvies SGElEeile (GEI0-) equilibria properties. This ensemble consists of two simulation boxes, where the canonical is LA B LU M it
allows one to exploit the parallel nature of these scientific iied 10 one | ’ INTERACTIONS SHIFT OF DUPLICATE BOTTOM REGION |
algorithms. | Y | ' |
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The Gibbs ensemble parallel algorithm gains 14.4 . )
Pe rforma nce Resu Its times speed up and the parallel Canonical ensemble COde Va I |dat|0n

gains 6.3 times speed up over the serial algorithms.

The results show performance gain in terms of execution time when

: . : : : : The two figures show rapid increase in the serial i i i i,
° ° using our CUDA implementation over the serial CPU implementation, Slaorithms J eeution tirr%es T the  parallel The engine code was compared with the literature [5-6].
M Otlvatlan especially on large sized systems with many particles. As the system algorithms are doina much beti’:er P ® Canonical ensemble: evaluated liquid and gas phase reduced internal energies (U*) for
size increases, the performance gap between the serial and parallel J J ' various reduced densities (p*) and compared with data from NIST [5].
Inbcrzfetm;st:y, i:ognputerr_snlqm::at;ons ?r(_enci::o?rsr:df_rend anva}[Irl]d algorithms also increases. However, there is no speed up noticed when Canonical ensemble on the GPU ® Gibbs ensemble: evaluated vapor-liquid coexistence curve at different reduced
SUDSTITUTE 10 1ab €XPETIMEnts 10 -get Ihtormation on the the system size Is less than 128 particles for the NVT and for a system 0 MCS: r 2300 LRC o o6 temperatures (T*) and compared with histogram reweighted simulations of the grand
liguid state of material. However, there is a class of size of 512 particles in each box for the Gibbs ensemble, due to the 8000 —r—r—rrr 1 B — — canonical ensemble [6]
problems that cannot be simulated using current parallel algorithm overhead and memory latency. , o S oo e Th s showed A y
methodologies. These problems require an open system, 7000F 200 —————T— = The results showe with earlier work.
which employs an algorithm that allows for fluctuation in Gibbs ensemble on the GPU ool ol il Pt - near the critical point.
the number of molecules In the system. For such systems, [x10° MCS; 1. =3.00; LRC on; T*=1.0 'z F » /]
Monte Carlo methods must be used. 1510 [aorme T T T T T T T T T T e MCS 5000} | - /- :
@ Scrial Code T ei[imatedqfn;ltl];] - = e e / A 3x10° MCS; r,,=3.06; N=500 This Work: 3x10° MCS; r_ =2.50; N=9,832: V. =32768
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Monte Carlo engine for the simulation of chemical systems iy Simulation 6k S < _‘§ _
on the GPU. This software serves as a new tool in the field o @ ' . Letdlel - .Intel Core i5-2500k CPU 3.30 GHz, 8 GB RAM 0.78 . 0.80 . 0.82 . 0.84 . 0.86 . 0.88 1 090f— T O T
of Monte Carlo simulation of chemical systems to gain new 0.0, —-8--La-—e “""""‘_ 000 ""‘““"‘ﬂjle+05 Environment | ' ' | o ' ' ' | | S e | | |
insights into dynamic processes in nanoscopic and Number of Particles (N) — CUDA version 4.0 Liquid Phase Energy (NVT) [5] Density of coexisting phases (Gibbs) [6]
biological systems of interest.
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